Weighted CTDI Equation for 3D Rotational Angiography: A Monte Carlo Study
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ABSTRACT

This study aims to verify the weighted Computed Tomography Dose Index (CTDIw) coefficients of 3D rotational angiography (3DRA) procedure using Monte Carlo simulation. The Monte Carlo simulation EGSnrc usercode was employed for 3D dose simulations of the rotational angiography procedure. A virtual phantom resembles the head CTDI phantom was constructed, with a diameter of 16 cm and a density resembling polymethyl methacrylate (1.13 g/cm³). A series of virtual phantoms consisting of 5 images with ionization chamber detectors at the center position, 12 o'clock, 9 o'clock, 6 o'clock, and 3 o'clock were acquired. Simulations were performed with photon sources of 70 and 109 kVp for 200-degree x-ray tube rotation. The field of view was divided into narrow, wide, and full beam with diameters of 1.7 cm; 4.9 cm; and 8.6 cm, respectively. The simulated doses at the ionization chamber were processed into weighting factor for weighted CTDI and compared with direct measurements. The dose ratio between peripheral and center positions for 360° CBCT and 200° 3DRA was 1:1 and 1:3 in this study. The weighting factors for 3DRA were determined as CTDIcenter = ¼ and CTDIperiphery = ⅓. The measured average percentage difference of CTDIw between our weighted factor and conventional CTDIw was 1.75 % (-3.99 % to 6.08 %). The x-ray tube position of 3DRA impacted the accuracy of weighting factor of CTDIw, with implications for the proposed weighting factor (Wcenter = ¼ and Wperiphery = ⅓) when using a 3DRA machine.

INTRODUCTION

Angiography is the gold standard of vascular imaging during interventional radiology, interventional cardiology, or invasive surgery. Recent advancements in rotational irradiation allows this modality to generate three-dimensional (3D) images known as 3D rotational angiography (3DRA). However, one of the main concerns in 3DRA is the medical radiation dose to patients. Mostly, the dose in angiography is assessed based on Dose Air Product (DAP) and effective doses [1]. Nonetheless, DAP based evaluation is not relevant to rotational procedure. The closest method to 3DRA is tomographic procedures like Computed Tomography (CT) scan. The fundamental dose descriptor for this procedure is the CT Dose Index (CTDI100), which involves using a 100 mm long cylindrical ionization chamber and a cylindrical phantom for measurement. As a body representative, CTDI was measured at 5 points (1 central position and 4 peripheral positions), then weighted the results to obtain the average cross-sectional dose distribution called weighted CTDI (CTDIw). The conventional CTDIw for a CT scan is defined by using Eq. (1).

$$CTDI_w = \frac{1}{3}(CTDI_{100})_{center} + \frac{2}{3}(CTDI_{100})_{periphery}$$  (1)

However, the values 1/3 and 2/3 serve as weighted coefficients to predict the average dose across all phantoms [2], and these coefficients are designed for fan beam computed tomography (FBCT) with full (360°) x-ray tube rotation.

The 3DRA irradiation employs cone beam computed tomography (CBCT) with a rotation of less than 360° [3]. These parameters have made conventional CTDIw unable to describe dose distribution in 3DRA. To accommodate CTDI measurements for CBCT, a previous study has advised using a point chamber in the middle of the beam [4] or pencil chamber with a length of 250 mm to cover all the secondary x-rays [5].
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However, most diagnostic radiology centers do not have access to point or 250 mm long pencil chambers to follow this recommendation. Consequently, the International Atomic Energy Agency (IAEA) published a protocol for using a 100 mm pencil chamber detector on a CBCT and a 32 cm diameter of the acrylic phantom. This protocol adds the ratio of the full beam width to the narrow plane beam width as close as 20 mm to the CTDI$_{100}$ formula [6]. Furthermore, there was a difference of CTDI$_{w}$ up to 10 % for a 200° and 18 % for a 180° rotation using the conventional equation [7,8].

In addition to measurements using detectors, several dose calculations regarding dose distribution in CT have also been developed, such as CT-Expo (G. Stamm, Hannover, and H.D. Nagel, Buchholz, Germany) [9] and Virtual Dose (NIBIB, USA) [10]. Evaluations of these software programs indicate that tube voltage parameters influence dose distribution, but other parameters such as beam collimation or radiation width do not significantly affect changes in CT dose distribution [11]. However, several studies have reported that another type of radiation width, as well as phantom geometries, impacts the weighted coefficients. Kim, Song et al. (2011) obtained the weighted coefficients with a ratio of 50:50 for the center and periphery of the phantom for > 40 mm irradiation width [12]. In addition, the Monte Carlo studies also proved that the weighted coefficients would change with the change of phantom geometries. The large range of diameter of the cylindrical phantoms reported that the weighting coefficient is more accurate with values of 3/8 and 5/8 for the center and periphery points than the conventional CTDI$_{w}$ [13]. As for the elliptical phantom, the weighting values vary linearly following the ratio of the major and minor phantom diameters [14]. In 2021, a Monte Carlo simulation method was also used to predict weighted CTDI for CBCT and the optimum position of ion chamber measurement points [15].

This study aims to determine appropriate CTDI$_{w}$ weighted coefficient by utilizing the EGSnrc Monte Carlo code for a partial rotation on 3DRA C-arm machine and to compare the proposed coefficient with the conventional CTDI$_{w}$ equation.

**METHODOLOGY**

**Monte Carlo of 3DRA**

The Monte Carlo simulation modeled the delivered beam of 3DRA irradiation on the Siemens Artis Zee using two energy spectra i.e., 70 keV and 109 keV. The simulation was divided into two regions: x-ray tube (BEAMnrc) and CTDI head phantom (DOSXYZnrc). The components of the x-ray tube consisted of photon source and beam collimator. The x-ray source was defined using an x-ray spectrum generator based on a tungsten anode spectral model using interpolating polynomials (TASMIP) method with a tungsten target density of 8.96 g/cm$^3$ [16]. The spectrum results for each energy were then converted into spectrum format, which is readable for EGSnrc. In the source parameter, source 1 (parallel rectangles of point sources) was chosen, with an energy limit for photons and electrons set at 10 keV, excluding the rest of the mass energy.

![Fig 1](image)

Fig 1. (a) Transversal plane of Virtual CTDI head phantom. A small circle inside the phantom showed an ion chamber position of CTDI measurement. 0-degree position was at the 3 o’clock and X-ray tube rotated from 350° to 190° with clockwise direction (dash line). (b) Frontal plane view of CTDI phantom. Small cylinder at the center defined an example of air cavity as active volume. The algorithm calculated absorbed dose inside the air cavity within calculated area. NB, WB, and FB represented field width of narrow beam, wide beam, and full beam scan, respectively.

The lead collimator was used to shape the beam width. In this research, the CTDI phantom was irradiated with width of 1.7 cm, 4.9 cm, and 8.6 cm at the midpoint of the rotation. 1.7 cm was used to
accommodate for standard fan-beam CTDI measurement. The simulation results are stored in .phps format at the lower end of the collimator component. The second region was the Monte Carlo simulation in the CTDI head phantom using DOSXYZnrc usercode. The Siemens Artis Zee 3DRA machine’s x-ray tube rotates by 200 degrees (from 80° to 280°), partially rotating under the phantom. For the source parameter, we selected source 8 (phase space source from multiple direction) with multiangulation features. The angle of simulation indicated the position of the x-ray tube at the time the radiation is delivered. Due to the difference in polar coordinate between the phantom geometry and DOSXYZnrc baseline, there was a 90° shift in the angular position. The initial position of phase space file was placed at 350° and ended at 190°. 500 million particle histories were used for each region, energy, and beam width in the Monte Carlo simulation. Figures 1a and 1b summarize the rotational position of the x-ray tube and the width of the irradiation beam in this study.

Five virtual phantoms were created for a diameter resembling CTDI head phantom following the design shown in Figure 1. The virtual phantom was constructed using MATLAB version 2021a (MathWorks, Natick, Massachusetts) with a homogeneous PMMA with a density of 1.13 g/cm³ and voxel dimensions of 0.1 × 0.1 × 0.1 cm³. The phantom had a diameter of 16 cm and a length of 15 cm. An air cavity with diameter of 1 cm and length of 13 cm was placed at each CTDI measurement point, as shown in the axial plane of the phantom (see Fig. 2). The design of the air cavity was aimed to ensure that the Monte Carlo simulation closely resembled the measurement situation inside an ion chamber, reducing systematic errors related to the mass-energy absorption ratio of medium and air. Subsequently, the virtual CTDI head phantom was converted into .egsphant format using ct-create user code.

Relative dose calculation

The dose calculation in this simulation was conducted on the ion chamber’s active volume. Numerically, the CTDI equation in this study can be expressed as follows in Eq. (2).

$$CTD I_{100} = \frac{1}{N} \sum \sum \sum \sum_0 D_p(r \sin \theta, r \cos \theta, z)$$

(2)

where $CTD I_{100}$ and $D_p$ represent CTDI in Monte Carlo simulation and dose point voxel inside the air cavity, respectively. $N$ is the irradiation field width, including narrow, wide, and full beams. The simulated x-ray tube position ($\theta$) ranges from 0.1 to 360 degree in discrete steps. The calculation position ($r$) represents the radius of air cavity and $z$ was the calculation area in millimeters. Point position of $(r \sin \theta, r \cos \theta, z)$ corresponds to one voxel. Furthermore, the averaged dose cross section $\overline{D}_{cs}$ is given by Eq. (3).

$$\overline{D}_{cs} = \frac{1}{\pi R^2 M} \sum \sum \sum \sum_0 D_p(r_{cs} \sin \theta, r_{cs} \cos \theta, z)$$

(3)

Here, $r_{cs}$ is the calculated position inside the phantom in axial plane, $R$ is the phantom radius, $D_p$ is the voxel dose at the specified position in every air cavity, and $M$ is the total number of Monte Carlo simulation. The averaged dose $\overline{D}_{cs}$ in principle is equivalent to weighted CTDI.

CTDI measurement

Direct measurement on a 3DRA machine was conducted to verify the generated coefficients from the Monte Carlo simulation. CTDI measurements were performed using the IAEA protocol on Siemens Artis Zee 3DRA fluoroscopy. A Radcal 10X6-3CT ion chamber, which is 100 mm in length, was used and irradiated with two nominal tube voltage of 70 kV and 109 kV. In detail, the exposure factors in this study can be seen in Table 1. Implementing the conventional weighted CTDI, $CTD I_{100}$ was partitioned into $CTD I_{center}$ and $CTD I_{periphery}$. The dose cross section is expressed as follows in Eq. (4).

$$\overline{D}_{cs} = w_1(CTD I_{100})_{center} + w_2(CTD I_{100})_{periphery}$$

(4)

where $w_1$ and $w_2$ represent the $CTD I_{cs}$ coefficients. The solution of this linear equation was obtained using MATLAB linsolve library, incorporating all energy and beam width parameters. Mathematically, the linsolve input can be written as follows.
Table 1. Exposure factor of each measurement on 3DRA Artis Zee.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>20s DCT Head (70 kV)</th>
<th>20s DCT Head (109 kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube Voltage</td>
<td>70 kV</td>
<td>109 kV</td>
</tr>
<tr>
<td>Tube Current</td>
<td>236 mAs</td>
<td>169 mAs</td>
</tr>
<tr>
<td>Pulse Width</td>
<td>11.6 ms</td>
<td>7.3 ms</td>
</tr>
<tr>
<td>Time</td>
<td>20 s</td>
<td>20 s</td>
</tr>
<tr>
<td>Frame per second</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**Weighted CTDI coefficients and analysis**

The proposed coefficient was analyzed by comparing the simulated CTDI with measured CTDI for the same exposure parameters, as well as with conventional CTDI<sub>w</sub> equation. By using the conventional CTDI<sub>w</sub> equation as a reference, the percentage difference in CTDI<sub>w</sub> was obtained as follows.

\[
\Delta\% = \frac{(CTDI_{100}^{w} - CTDI_{proposed}^{w})}{CTDI_{100}^{w}} \times 100\% \quad (6)
\]

**RESULTS AND DISCUSSION**

500 million Monte Carlo particle histories yield an average standard deviation of 2.99 % in simulations, with a range of 1.83 % to 6.07 %. To validate the Monte Carlo method, a full rotation of the CBCT was simulated for all simulation parameters. Before applying Eq. (5), it is necessary to consider dependent factors, such as variations in beam width and energy. Based on the IAEA protocol regarding CBCT measurements using a 100 mm detector, a comparison of the CTDI<sub>100</sub> ratio between wide and narrow beams should be incorporated into the equation. In this study, the comparison between Full Beam (8.6 cm) and Narrow Beam (1.7 cm) yielded an average ratio of 0.965 ± 0.024 for 70 kV and 0.970 ± 0.023 for 109 kV. This ratio indicates that the conventional CTDI<sub>100</sub> equation can be used for measurements of CBCT with a 100 mm ion chamber without losing significant dose reading information. This result was supported by previous research conducted by Leon et al., which reported a 3 % difference between conventional CTDI collimated beam and open beam measurements [8]. Moreover, this explains that the energy variation used in this study did not substantially affect the dose-response. The Pearson correlations for the energy in function of field widths of the NB, WB, and FB beams showed strong correlations with \( r = 0.99, \ r = 0.87, \) and \( r = 0.98 \), respectively. These results are agreed with the research by Markovich et al., which stated that the variation in tube voltage (kV) is 2-5 % [14].

Figure 3a displays an axial view of normalized CTDI dose distribution with air cavity at the center of the phantom for one full rotation. The dose distribution was evenly distributed inside the phantom. Consequently, the weighting ratio of CTDI<sub>center</sub> and CTDI<sub>periphery</sub> in this study was 1:1. These results were consistent with the coefficient values obtained by Kim et al. for CBCT, where a ½ weighting factor was assigned to both the middle and periphery of the phantom [12].
An example of the dose distribution in 3DRA irradiation is shown in Figure 3b. Visually, the dose is notably concentrated at the bottom of the phantom, attributed to the impact of the x-ray tube rotation during irradiation. As weighted CTDI is a relative factor, the results of Monte Carlo simulations and measurements with an ionization chamber were normalized at the central position, as depicted in Table 2 and Fig. 4. There was a consistent trend between the simulation and ion chamber measurement, where the value at 12 o’clock being the lowest and 6 o’clock being the highest value. In general, Monte Carlo normalized CTDI values were smaller than the direct measurement. In contrast, at the 12 o’clock position, the simulated dose showed a higher value than the measurement. This discrepancy might be attributed to the absence of simulation for the patient table, which was a photon beam attenuator.

Table 2. Ratio of CTDI\textsubscript{position}/CTDI\textsubscript{center} of Monte Carlo simulation and ion chamber measurement for each energy and position.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Position</th>
<th>Monte Carlo Simulation</th>
<th>Ion Chamber Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NB</td>
<td>WB</td>
</tr>
<tr>
<td>70</td>
<td>Center</td>
<td>0.89</td>
<td>0.91</td>
</tr>
<tr>
<td>12 o’clock</td>
<td>0.78</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td>3 o’clock</td>
<td>1.06</td>
<td>1.11</td>
<td>1.1</td>
</tr>
<tr>
<td>6 o’clock</td>
<td>1.31</td>
<td>1.4</td>
<td>1.37</td>
</tr>
<tr>
<td>9 o’clock</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>109</td>
<td>Center</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>12 o’clock</td>
<td>0.77</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>3 o’clock</td>
<td>0.98</td>
<td>1.04</td>
<td>1.11</td>
</tr>
<tr>
<td>6 o’clock</td>
<td>1.19</td>
<td>1.2</td>
<td>1.31</td>
</tr>
<tr>
<td>9 o’clock</td>
<td>0.97</td>
<td>1.01</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Fig 4. Average dose point at center, 12, 3, 6, and 9 o’clock ion chamber position for all energy and radiation width. The dose was normalized to center position of Head CTDI phantom.

Applying Eq. (5), the weighted CTDI coefficients derived in this study were found to be 0.26 for the center and 0.74 for the periphery. As a result, the proposed CTDI\textsubscript{w} equation for evaluation on the 3DRA machine is formulated as follows in Eq. (7).

$$CTDI_{w} = \frac{1}{4}(CTDI_{100})_{\text{center}} + \frac{3}{4}(CTDI_{100})_{\text{periphery}} \quad (7)$$

The CTDI\textsubscript{w} results for ion chamber measurements based on these proposed coefficients and the conventional equation are summarized in Table 3. Notably, the percentage differences between the proposed and conventional CTDI\textsubscript{w} were within -3 %. The negative sign signifies that the CTDI\textsubscript{w} dose obtained from the proposed equation was greater than the conventional method. This observed accuracy compares favorably with the average dose interpolation method, which reported a 6 % dose difference with the CTDI\textsubscript{w} conventional method for four ion chamber measurement positions on the CTDI phantom using the same machine [7].

Table 3. CTDI\textsubscript{w} different between conventional and proposed equation for 3DRA.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Field Width</th>
<th>CTDI\textsubscript{w} (mGy)</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>conventional</td>
<td>proposed</td>
<td>%Δ</td>
</tr>
<tr>
<td>70</td>
<td>NB</td>
<td>10.39</td>
<td>10.64</td>
</tr>
<tr>
<td></td>
<td>WB</td>
<td>9.81</td>
<td>10.10</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>7.03</td>
<td>7.23</td>
</tr>
<tr>
<td>109</td>
<td>NB</td>
<td>10.00</td>
<td>10.25</td>
</tr>
<tr>
<td></td>
<td>WB</td>
<td>10.47</td>
<td>10.73</td>
</tr>
<tr>
<td></td>
<td>FB</td>
<td>7.05</td>
<td>7.20</td>
</tr>
</tbody>
</table>

There were limitations to this research. Firstly, simulations and measurements were conducted only on a 3DRA machine with a 200° rotation. As shown in Fig. 3, variation in the rotation during irradiation led to different dose distributions and coefficients of the CTDI\textsubscript{w}. Investigating of the impact of the rotation angle of the x-ray tube on the weight coefficient is beyond the scope of this study. Secondly, this study focuses on theoretical Monte Carlo simulations and compares only with common ion chamber measurements. Further validation through experimental methods, such as using Gafchromic film could be undertaken to verify the average cross-section dose, which cannot be done using an ion chamber.

CONCLUSION

In this work, Monte Carlo simulation and linear solver techniques were performed to provide a more accurate average dose assessment for 3DRA
irradiation. The concept of weighted CTDI was successfully implemented on 3DRA by replacing the weighting coefficients with $W_{\text{center}} = 1/4$ and $W_{\text{periphery}} = 3/4$. The accuracy of proposed CTDI$_w$ equation differs by 3% to conventional CTDI$_{100}$ formula. These findings contribute valuable insights for estimating average doses using standard CTDI$_{100}$ protocol measurement on 3DRA.
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